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Abstract—Potential functions can be used to design efficient path planning schemes. However, it is often difficult to design appropriate potential functions to mimic desired behavior of the agent. Instead of using a pre-designed potential function for path planning, this paper presents an algorithm that learns the underlying potential function from a given sample trajectory generated by a “expert” (say, a human). This underlying potential function implicitly incorporates obstacle avoidance information that may be intuitive or experience-based. The potential function to be learned is parametrized and the parameter weights are obtained through minimization of a well-designed cost function via a gradient descent search algorithm. Once learned, this potential function can be used for path planning in case of alternative (and more complex) scenarios, such as those with multiple obstacles. The paper presents the theoretical foundation and numerical validation of the proposed algorithm.

I. INTRODUCTION

Path planning plays a significant role in robotics. The path that is being planned is essentially a sequence of actions to determine how an agent or a manipulator transforms from one configuration to another. Currently existing path planning methods can be divided into sampling-based path planning and combinatorial path planning (as in [1]) based on whether the continuous configuration space is discretized. Combinatorial path planning is limited due to spatial degree restrictions. Sampling-based path planning of a variety of types have been developed, like rapidly exploring random trees (RRT) [2], path-length localized RRT-like searches [3] and probabilistic roadmaps (PRMs) [4]. Potential function is special in path planning since it can be used in both ways. For example, randomized potential field [5] was one of the first sampling-based planning algorithms, while navigation functions is built upon potential functions in a continuous configuration space [6]. However, the key step of construction of potential functions [7] has been typically heuristic in nature.

To enable an agent to adapt to unforeseen circumstances, machine learning algorithms, such as structured machine learning algorithms [8] and more recently, deep learning algorithms [9] have been developed upon sampling-based path planning. These machine learning algorithms learn structured hypotheses from data, which includes structured inputs and outputs, as well as internal structure usually in the form of one or more statistical inference relations. Apprenticeship learning (also called learning from demonstration) [10] is an example of this class of methods. Most approaches in apprenticeship learning attempt to imitate the expert by learning a direct mapping from inputs to outputs with either an explicitly expressed supervised reward function, such as [11] and [12], or an unknown reward function, like apprenticeship learning via inverse reinforcement learning [10], [13]. Since machine learning research involved structured representations from the beginning [8], changes beyond structured environmental features may lead to a failure in the application of learning results.

Most of the work in the field of design and analysis of potential functions has focused on the benefits of different types of potential functions, and require manual tuning of functions to generate a desired behavior of the system. A few automated tuning methods have also been explored, such as adjustable navigation functions for unknown sphere world [14]. However, a systematic learning-based approach to design potential fields is generally lacking.

In this paper, we propose a learning method that determines a suitable potential function from a given sample trajectory for a “simple” navigation task. The learned potential function can then be employed to handle more complex navigation task. This idea is inspired by a human’s learning process, i.e., starting to learn from simple cases and constructing complex environments using these structured blocks.

The proposed method learns from a trajectory demonstrated by an expert, such as a human. With a cost function, the proposed method takes a desired expert-generated trajectory and iteratively adjust a parameterized space to reshape the potential function to capture the essence of this path planning, such as obstacle avoidance and destination reaching. The benefit of learning potential functions is that it provides us more flexibility to apply the learned result from simple situations to do path planning in more complicated situations, like multiple obstacles.

II. NOTATION

$\eta, \tilde{\eta}$ Traj. generated by nominal/perturbed PFs, resp.
$\eta^*$ Expert-generated (desired) trajectory
$\eta, \eta^* \Phi$ Lifted form of trajectories
$\phi, \Phi$ Component (obstacle, goal, etc.) and total PFs, resp.
$F$ Perturbation potential function
$\Delta s$ Difference between perturbed and nominal traj.
$T_s$ Sample time
$J(\eta^*, \Phi)$ Cost functional
$A, B, C$ Linear mappings
$\phi$ Potential function parameters
$\delta p$ Update direction in parameter space
$C^\dagger$ Moore-Penrose Pseudoinverse of $C$
$\alpha, \beta$ Tikhonov regularization constants
III. PROBLEM DESCRIPTION

Potential functions can be used to generate a path between an initial point and a goal point for an agent in different ways [15], [16]. For this paper, we will consider a method in which the negative gradient of the potential function determines the velocity of the agent at that point.

Consider an agent traveling in a two-dimensional space shown in Fig. 1. There is one obstacle between the starting point A and the goal B. We have a desired trajectory, \( \eta^* \), provided by an expert between point (A) and point (B). Starting with some initial potential field \( \Phi \) composed of an obstacle potential function \( \phi_o \) and a goal potential function \( \phi_g \), as well as the trajectory \( \eta \) that \( \Phi \) generates, we seek a method to iteratively update the potential field to have \( \eta \) match the desired trajectory as closely as possible with respect to some cost function.

Let \( \eta = [x \ y]^T \) be the trajectory that the agent traverses. This trajectory is generated by the potential functions in the discrete domain by

\[
\eta[n+1] - \eta[n] = -\nabla \Phi(\eta[n]),
\]

where \( \Phi(\eta[n]) \) is the sum of the obstacle and goal potentials functions at the point \( n \) on trajectory \( \eta \) (denoted as \( \eta[n] \)). Rearranging the terms yields the following state equations

\[
\eta[n+1] = \eta[n] - \nabla \Phi(\eta[n]) \cdot T_s.
\]

We define the cost functional, \( J(\eta^*, \Phi) \), to be

\[
J(\eta^*, \Phi) = \sum_{n=1}^{N} \| \eta[n] - \eta^*[n] \|^2_2,
\]

where \( N \) is the number of points in the desired trajectory \( \eta^* \), and \( \eta \) is the trajectory generated by the potential field \( \Phi \).

The objective is to search for an optimal potential field, \( \Phi \), that minimizes the cost function \( J(\eta^*, \Phi) \). This potential field \( \Phi \) can be used to do path planning in different and more complicated situations.

IV. ALGORITHM FOR LEARNING POTENTIAL FUNCTION

The goal of the proposed algorithm is to learn a potential function that captures the essence of an expert’s approach to path planning. Sections IV-A and IV-B build up the theoretical foundation for a viable algorithm, and Section IV-C presents the resulting algorithm. Section IV-D provides solutions to overfitting and ill-conditioned problems possibly encountered in the process of potential function learning.

Note that in describing the algorithm, we use boldface to denote the lifted form of the given sequence, wherein the sequence is lifted into a column vector. For example,

\[
\eta = [\eta^T[1], \eta^T[2], \ldots, \eta^T[N]]^T.
\]

A. Gradient Descent Search

To minimize the functional \( J(\eta^*, \Phi) \), we want to calculate the functional derivative (Gâteaux differential) of this functional with respect to the total potential function. We find

\[
dJ(\eta^*, \Phi, F) = \lim_{\epsilon \to 0} \frac{J(\eta^*, \Phi + \epsilon F) - J(\eta^*, \Phi)}{\epsilon}.
\]

is the differential of \( J \) in the direction of \( F \). Our goal is to update the potential function with some \( F \) that makes this differential negative. To this end, let us define \( \tilde{\eta} \) to be the perturbed trajectory generated by \( \Phi + \epsilon F \), which by (2) we find to be

\[
\tilde{\eta}[n+1] = \tilde{\eta}[n] - \nabla \Phi(\tilde{\eta}[n]) \cdot T_s
\]

\[
\tilde{\eta}[0] = \eta[0],
\]

We can define \( \Delta_\varepsilon \) to be the difference between the perturbed and nominal trajectory, i.e.,

\[
\Delta_\varepsilon[n] = \tilde{\eta}[n] - \eta[n].
\]

Expanding this relationship with (2) and (5) substituting \( \tilde{\eta}[n] = \eta[n] + \Delta_\varepsilon[n] \) yields

\[
\Delta_\varepsilon[n+1] = \Delta_\varepsilon[n] - T_s \nabla \Phi(\eta[n]) + \Delta_\varepsilon[n] + \epsilon T_s \nabla F(\eta[n]) \]

\[
\epsilon T_s \nabla F(\eta[n]),
\]

We would like to expand the gradients into Taylor series about \( \eta[n] \) and separate the \( o(\epsilon) \) terms. In the extended version of this article [17], we show that

\[
\Delta_\varepsilon[n+1] = -\epsilon T_s \nabla F(\eta[n])
\]

\[
\epsilon T_s \sum_{k=0}^{n-1} \left( \prod_{i=k+1}^{n} (I - T_s H \Phi(\eta[i])) \right) \nabla F(\eta[k]) + o(\epsilon).
\]

Using lifted form, we can represent \( \Delta_\varepsilon \) as

\[
\Delta_\varepsilon = -\epsilon T_s A \nabla F + o(\epsilon),
\]

where \( A \) is defined to be

\[
\begin{bmatrix}
0 & 0 & \cdots & 0 & 0 \\
1 & 0 & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
\Pi_{i=1}^{n-1} (I - T_s H \Phi(\eta[i])) & \Pi_{i=2}^{n-1} (I - T_s H \Phi(\eta[i])) & \cdots & 1 \\
0 & 0 & \cdots & \cdots & 0
\end{bmatrix},
\]

and \( \nabla F \) is the lifted form of \( \nabla F \).

Using notations in lifted form transforms the \( \ell^2 \) space to the Euclidean space. Examining (4), we are able to show (see [17]),

\[
dJ(\eta^*, \Phi, F) = -2T_s (\eta - \eta^*)^T A \nabla F.
\]

Thus our goal is to find a potential function \( F \) such that

\[-2T_s (\eta - \eta^*)^T A \nabla F < 0.\]
Algorithm

\[ C. \text{Algorithm} \]

we use a gradient descent algorithm with an adaptive step size to iteratively find the optimal potential function. In this paper is the iteration step size, and the following update law,

\[ \delta p = C(\eta - \eta^*), \quad C \triangleq AB. \] (15)

Any standard gradient descent algorithm can now be used to iteratively find the optimal potential function. In this paper we use a gradient descent algorithm with an adaptive step size.

C. Algorithm

In light of the previous results, we propose the following algorithm:

1. Choose initial \( \Phi(p), \epsilon \)
2. Cost = \( J(\eta^*, \Phi(p)) \)
3. while Cost > Threshold do
   4. Calculate A from (11)
   5. Calculate B from (13)
   6. \( \delta p = (AB)^+ (\eta - \eta^*) \)
   7. \( p = p + \epsilon \cdot \delta p \)
   8. if \( J(\eta^*, \Phi(p)) < \text{Cost} \) then
      9. \( \epsilon = \beta \epsilon, \quad \beta > 1 \)
   10. else
      11. \( \epsilon = \alpha \epsilon, \quad 0 < \alpha < 1 \)
   12. end if
   13. Cost = \( J(\eta^*, \Phi(p)) \)
4. end while

This learning process is shown in Fig. 2.

D. A Note on Regularization

If the class of potential functions is sufficiently large, then the potential function can start matching subtle undesired aspects of the expert-generated trajectory; this is analogous to overfitting. Another concern is that \( C^T C \), whose inverse is required for (15) may be poorly conditioned. If this is the case, then large, sudden changes may occur in the \( \delta p \) vector, and the result may be erratic.

One method of handling ill-conditioned matrices is to use truncated singular value decomposition (TSVD) [19], [20], which takes the singular value decomposition of \( C^T C \) and sets the inversion to

\[ (C^T C)^{-1} = V_t \Sigma_t^{-1} U_t^* \]

Where \( \Sigma_t \) is a \( t \times t \) matrix consisting of the singular values for whose normalized value is greater than some tolerance. \( V_t \) and \( U_t \) consist of the first \( t \) columns in from the singular value decomposition matrices of \( C^T C \). This prevents the code from breaking if \( C^T C \) is singular, and provides automatic regularization.

This issue of overfitting may be also handled using Tikhonov regularization [21]. In this case, the update law with regularization is given by

\[ p_j + 1 = p_j + \delta p_j \]

\[ \delta p = (C^T C + \Gamma^T \Gamma)^{-1} C^T (\eta - \eta^*) \] (16)

where \( \Gamma \) is some suitably chosen matrix, often chosen to be \( \alpha I \) for \( \alpha > 0 \).

In the Sec. V, both methods are employed in conjunction.

V. IMPLEMENTATION EXAMPLE

For our simulation, we aim to generate a potential function in two-dimensional space that starts at some initial point \( x_{init} \) and terminates at some goal point \( x_g \) while avoiding some number of circular obstacles centered at \( x_{o,i} \), where \( i \) is the
index of the obstacle. We represent our potential function by
\[ \Phi(\eta[n]) = \phi_g(\eta[n]) + \sum_{i=1}^{n_{obs}} \phi_o,i(\eta[n]), \] (17)
where \( \phi_g(\eta[n]) \) is the potential function associated with the goal point, and \( \phi_o,i(\eta[n]) \) is the potential function associated with the \( i \)th obstacle. We take our obstacle and goal potential functions to be radially symmetric about the corresponding obstacle or goal points. This is by no means necessary, but provides some convenient simplifications. In this case, the potential functions can be represented by functions of the radius, that is, \( \phi_g(r,g,n) \) and \( \phi_o,i(r,o,i,n) \), where \( r,g,n \) is the distance from \( \eta[n] \) to the goal, and \( r,o,i,n \) is the distance from \( \eta[n] \) to the \( i \)th obstacle. Define \( v_{g,n} \triangleq \eta[n] - x_g \) to be the vector from the goal point to \( \eta[n] \) and \( v_{o,i,n} \triangleq \eta[n] - x_o,i \) the vector from the center of the \( i \)th obstacle to \( \eta[n] \). With this we find that the gradient and Hessian of the goal potential function are given by
\[
\nabla \phi_g(\eta[n]) = \frac{1}{r,g,n} \frac{d\phi_g}{dr}(r,g,n)v_{g,n}, \tag{18}
\]
and analogous results for the obstacle potential functions.

We represent \( \phi_g(r,g,n) \) by a cone parametrized by a steepness coefficient \( \lambda \),
\[
\phi_g(r,g,n) = \lambda r,g,n. \tag{20}
\]
We represent the obstacle potential function by an arbitrary function of radial distance. There are several ways to do this. For each obstacle in our simulation we choose an effective radius \( r_{\text{eff},i} \), outside of which the potential is zero everywhere. We then partition the range \( R_i \leq r_i \leq r_{\text{eff},i} \) into intervals of size \( \delta r \), where \( R_i \) is the radius of the circular obstacle. We then attempt to learn a step function for \( \frac{d^2\phi_o,i}{dr^2} \) on this range with these intervals. In this case we calculate the potential and the gradient, \( \phi_o,i \) and \( \frac{d\phi_o,i}{dr} \), via numerical integration with the constraint that \( \phi_o,i(r_{\text{eff},i}) = 0 \) and \( \frac{d\phi_o,i}{dr}(r_{\text{eff},i}) = 0 \).

The only step left to perform is to determine the \( B \) matrix in (13) that maps changes in the parameters to changes in the gradient of \( F \) at each point \( \eta[n] \). From (18) we see that for the goal potential function the effect on \( \nabla F(\eta[n]) \) by a change in the steepness coefficient \( \delta \lambda \) is given by
\[
\nabla F_g(\eta[n]) = \frac{\delta \lambda}{r,g,n} v_{g,n}. \tag{21}
\]
This implies that the matrix \( B_g \) which transforms \( \delta \lambda \) into its corresponding change in the lifted \( \nabla F \) is
\[
B_g = \delta \lambda \frac{v_{g,n}}{r,g,n}. \tag{22}
\]
We determine the obstacle potential function \( \nabla F_{o,i}(\eta[n]) \) by \( \frac{d\phi_o,i}{dr}(r_{o,i,n}) \), which is integrated from our learned function \( \frac{d^2\phi_o,i}{dr^2} \). With the boundary conditions that the potential function and its derivative must be zero at the effective radius, this is equivalent to summing \( -\delta r \frac{d^2\phi_o,i}{dr^2} \) backwards from \( r_{\text{eff},i} \) to the interval that contains \( r_{o,i,n} \), call it the \( k \)th interval, and adding \( (r_{o,i,n} - (k + 1)\delta r) \frac{d^2\phi_o,i}{dr^2} \). Assume that the \( n \)th point on the trajectory falls within \( k \)th radial interval for the \( i \)th obstacle. Thus for the column vector of the differential change in the second derivative \( \frac{d^2\phi_o,i}{dr^2} \) we find
\[
\nabla F_{o,i}(\eta[n]) = \cdots \tag{23}
\]

\[
\nabla F_{o,i}(\eta[n]) = \left[ \begin{array}{c}
0 \cdots 0 \quad \phi_{o,i}(\eta[n]) - (k+1)\delta r - \delta r \cdots - \delta r
\end{array} \right] \frac{d\phi_{o,i}}{dr}. \tag{24}
\]
This implies that the matrix \( B_{o,i} \) which transforms \( \delta \frac{d^2\phi_{o,i}}{dr^2} \) into its corresponding change in the lifted \( \nabla F \) is
\[
B_{o,i} = \left[ B_{o,i}^T[0] \quad B_{o,i}^T[1] \quad \cdots \quad B_{o,i}^T[N] \right]^T. \tag{25}
\]
The \( B \) matrix that satisfies the relationship in (13) is given by
\[
B = \left[ B_{o,1} \quad B_{o,2} \quad \cdots \quad B_{o,N} \quad B_g \right]. \tag{26}
\]
We now have the necessary components to implement our algorithm as described in Section IV.

For regularization we define two regularization constants, one that weighs all of the obstacle function’s parameters equally, and the other that weighs the goal parameter separately, so that we can control the regulation on the obstacle and goal potential functions separately. If there are \( n \) parameters that define the obstacle potential function, then this yields a Tikhonov regularization matrix of
\[
\Gamma = \left[ \begin{array}{c}
\alpha I_{n \times n} \quad 0_{n \times 1}
\end{array}, \right. \left. \begin{array}{c}
0_{1 \times n} \quad \beta
\end{array} \right]. \tag{27}
\]
We now have an appropriate framework and an adequate setup to perform validation of this theory in MATLAB. For the first set of simulations, we consider a two-dimensional task space with a single obstacle that occludes the goal point from the initial point. The obstacle is taken to have a bounding radius \( R_o = 2 \) and an effective radius \( R_{\text{eff}} = 7 \), outside which the potential field is zero. We set the TSVD tolerance defined in section IV-D to \( 10^{-10} \), \( \alpha \) to 1, \( \beta \) to 1 (from (16)), and our update step size \( \epsilon \) to 0.01. These values are found heuristically to yield good results. In all cases we initialize our potential functions to
\[
\frac{d^2\phi_{o,\text{init}}(r)}{dr^2} = \frac{-2}{(k\delta r)^2}, \tag{28}
\]
\[
\phi_{g,\text{init}}(r) = 1.2 r. \tag{29}
\]
where \( \left\lfloor \frac{r}{r'} \right\rfloor \) denotes the largest integer less than or equal to \( \frac{r}{r'} \). Note that the obstacle’s potential function is determined by integrating (28) with the constraints that its value and derivative at \( R_{\text{eff}} \) are both zero. We present it in this form because this is the form learned by the algorithm.

\[ (b) \text{ Two Obstacles} \]

VI. SIMULATION RESULTS

Our initial simulation tested our algorithm on trajectories generated from known potential functions; by doing this, we know the desired potential function \textit{a priori} and can better gauge the quality of the results. We also examined the results with and without regularization which validate the use of them. These results can be found in the extended version of this paper [17]. The results presented here are the subsequent simulations that used trajectories generated by human users.

A. One Obstacle with a Human-Generated Trajectory

For this simulation, we consider learning on a human-generated trajectory, one that may not be realizable by the choice of potential functions. To this end, we provide a user interface that is initialized with a straight-line trajectory from the initial point to the goal point with 30 evenly spaced points that can be moved along this line. The user is able to use these 30 points to arbitrarily shape the trajectory; cubic splines are then used to generate the desired resolution.

The results on a demonstration trajectory using two different sets of regularization parameters, \( \alpha = 1, \beta = 1 \) and \( \alpha = 1, \beta = 100 \) are given in Fig. 3. Clearly the results for the first set of parameters are worse. This is because the parameter on the goal potential function learns too fast compared to the parameters on the obstacle potential function. It seems possible that the goal potential function changes too much initially to minimize the error that it pulls the trajectory into a local minimum that prevents the obstacle potential function from continuing to change. When \( \beta \) was drastically increased to 100, the final trajectory matched the initial trajectory quite closely, as also shown in Fig. 3.

This puts us in a good position to examine the effect of \( \alpha \) on the resulting trajectory. Looking at Fig. 3, one can see that the final trajectory starts to match some of the non-smoothness of the demonstration trajectory. This may not generalize to other scenarios well and thus may not be desirable. We have found that increasing \( \alpha \) has a smoothing effect on the final trajectory, whereas decreasing \( \alpha \) allows the human’s trajectory to be followed more closely. Figures demonstrating this result are included in the extended version of this paper [17].

B. Handling Multiple Obstacle Scenarios

The potential function learned from the human-generated trajectory can be used to handle a situation with multiple obstacles of the same type, which is often an important skill for unmanned vehicles. Since we learned the potential function for an obstacle individually, we have more control on how to construct the potential function for multiple obstacles.

In the multiple obstacle case, summing their potential functions together is the most straightforward approach, however, it also causes several problems. If several obstacles are very close to each other, the potential function in some points is likely to be over-emphasized. For example, when two obstacles are aligned as in Fig. 4(a), the potential function becomes unnecessarily large at the origin, where the agent is. In the direction of the line between \( O_1 \) and the agent, the agent is unable to hit obstacle \( O_2 \) if it does not first hit the closest obstacle, obstacle \( O_1 \) in this case. By intuition ignoring the action of the further obstacle, \( O_2 \), can simplify this multiple-obstacle case.

From this perspective, we decompose the action of the further obstacle \( O_2 \) on the agent \( v \) into two components: the parallel component \( v_{||} \) and the perpendicular component \( v_{\perp} \), as shown in Fig. 4(b). The parallel component is parallel to the line connecting the agent with the closest obstacle. Next only the largest of the parallel component \( v_{||} \) is kept. Since the multiple-obstacle case discussed in this paper only involves obstacles of the same kind, the obstacle with the largest parallel component is the one closest to the agent in that direction. That is to say, in the direction of the line between the closest obstacle and the agent, the resultant gradient of the combined potential function is the maximum one in that direction.

Finally, we implement the modified superposition method on multiple obstacles. Take two obstacles for example; we randomly generate two obstacles somewhere in-between the starting point and the destination. Fig. 5(a) and Fig. 5(b) show that our method is able to find a feasible trajectory either in the space on one side of two obstacles or through

\[ \text{Fig. 4. Modified Superposition Method} \]

\[ \text{Fig. 3. Results for Human Trajectory} \]
the space between two obstacles. Furthermore, our method extends to situations with more than two obstacles. Fig. 5(d) shows the trajectory generated in the presence of 4 obstacles. When there is enough safe space between two obstacles for the agent to pass through, the proposed method generates a path through them; while if two obstacles are too close to each other, the proposed method finds a path around the obstacles.

VII. CONCLUSION

This paper investigated the applicability of a gradient-search based learning from demonstration algorithm for path planning. The algorithm aimed to identify an unknown potential function that generates a given (prescribed) trajectory planned by an expert (a human, e.g.). In other words, the goal was to determine what potential field was subconsciously motivating the expert trajectory generation. Since the space of potential functions is very large (class $C^2$), the structure (or approximate parametrization) of the potential function was assumed to be known, with unknown parameters. The proposed method thus learned potential functions from a given trajectory which had embedded goal-reaching and obstacle-avoidance information. The learning by demonstration was carried out on simple obstacles and then these identified potential functions were subsequently used for more complex obstacle scenarios. As a result, this method avoided the tedious process of designing potential functions manually for desired trajectories. Using the learned results, path planning in a more complicated environment of obstacles of the same type was achieved from simple building blocks.
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