Abstract—In this paper, we propose a time-optimal trajectory generation algorithm for landing a 3 DOF (x-z and tilt) quadrotor model onto a moving platform. The algorithm exploits the differential flatness of the quadrotor dynamics model and formulates a nonlinear programming problem, which is then solved to obtain the time-optimal landing trajectory. The advantages of the proposed algorithm over state-of-the-art solution techniques for time optimal trajectory design include computational efficiency and the ability to incorporate dynamics and state-constraints (such as collision avoidance from an obstacle) into the optimization problem. Simulation results and comparisons with a benchmark algorithm show the effectiveness of the proposed method.

I. INTRODUCTION

Of late, small unmanned aerial vehicles (UAV’s) such as quadrotors are being used for many applications such as aerial imaging, package delivery, and surveillance. As such, there is now a growing body of literature on a variety of autonomy problems related to UAV’s. [1] [2] present recent surveys on advances in algorithm design for guidance and control of UAVs. Designing time optimal trajectories for maneuvers are important for several applications, including package delivery, search-and-rescue problems, and perching/landing as presented in [3] [4]. Landing, in particular, poses unique challenges for time optimal trajectory design because of the stringent safety requirements. Furthermore, landing on to a moving deck or surface further compounds this problem. In this paper, we focus on design of time-optimal trajectory design for landing quadrotors onto moving platforms.

Given a known trajectory or set of fixed way points, the time optimal maneuver problem may be cast as a time-optimal trajectory following problem, which has seen substantial research interest. The time-optimal trajectory following problem for different applications, including robotic arms and quadrotors, has been studied in [5] [6] [7] [8].

However, for most UAV (quadrotor) maneuvers, the trajectory (or waypoints) is not typically given a priori. Usually, the initial state of the quadrotor is known and the final state is prescribed but may be time varying. Examples of such problems include time optimal landing onto a vertically oscillating platform, as presented in [9] and the time optimal maneuver problem presented in [3]. Fig. 1 illustrates vertical landing of a quadrotor onto a fixed platform and a vertically oscillating and tilting platform. A key challenge for the latter case is the fact that the time-optimal trajectory generation algorithm must account for the terminal state being time-varying (and thus dependent on the minimum final time). In this paper, we focus on the problem of time optimal trajectory generation for a quadrotor landing onto a moving and tilting platform.

For this class of problems, a time-optimal trajectory must be generated by solving a non-convex optimization problem. Nonlinear programming algorithms such as Genetic Algorithm [10] and the Switching Time Optimization Algorithm [3] have been proposed for solving this problem.

In addition to directly solving the nonlinear programming problem, an interesting approach that uses differential flatness to address the point-to-point maneuver problem was presented in [11] [4] [12], [13]. Although this approach does not directly deal with the problem of trajectory generation for landing onto a moving (translating and tilting) platform, it presents a mechanism to transform the constraints on the system input onto the constraints on the trajectory by exploiting the differential flatness of the quadrotor dynamics. This approach can significantly improve computational efficiency of solving the time optimal point-to-point maneuver as well as collision avoidance problems [4].

Inspired by this body of previous work, this paper presents a new trajectory generation algorithm that can generate a time optimal trajectory to land a quadrotor onto a translating and tilting platform. The general idea is to formulate an optimization problem that exploits the differential flatness property as in [4]. Unlike the algorithm proposed in [4],...
the formulation of the problem and the selection of the optimization variables presented in this paper expands the scope of problems that may be solved, as explained below.

Specifically, one major advantage of the proposed algorithm is that it allows for the final desired state to be time varying, as long as the final desired state can be expressed as a known explicit function of time (i.e. \( x_d(t) = f(t) \)). We demonstrate the applicability of this algorithm for a quadrotor landing/perching onto a translationally moving and tilting platform. Furthermore, this algorithm can also easily incorporate the obstacle avoidance constraints into the trajectory generation. Even though the problem formulation is not convex, by suitable choice of the initial guesses of the optimization variables, the problem can be solved efficiently.

This paper is organized as follows. Section II presents the system dynamics and the time-optimal landing problem formulation. Section III develops the differentially flat time-optimal trajectory generation algorithm, while section IV presents the results that illustrate the performance of the algorithm. Section V concludes the paper.

II. 3 DOF QUADROTOR DYNAMICS MODEL AND PROBLEM FORMULATION

We first present the 3 DOF system dynamics model for a quadrotor and formulate the time-optimal landing trajectory design as a constrained optimization problem.

A. 3 DOF Quadrotor model

The model used in this paper is a two-dimensional three degrees of freedom (3 DOF) quadrotor model, as presented in \([3] [4]\). The state of the system includes the horizontal position \( x(t) \), the vertical height \( z(t) \) and the pitch angle \( \theta(t) \). \( x_d(t), z_d(t), \theta_d(t) \) denote the horizontal position, vertical position and pitch angle of a platform that the quadrotor must land on. Note that the platform state can be time-varying but must be explicitly written as a function of time \( t \). Fig. 2 shows the quadrotor and platform models. The state of the quadrotor \( x \) and the state of the platform \( x_d \) can therefore be defined as:

\[
\begin{align*}
\mathbf{x} &= [x_1 \ x_2 \ x_3 \ x_4 \ x_5] = [x \ \dot{x} \ z \ \dot{z} \ \theta] \in \mathbb{R}^5, \\
\mathbf{x}_d &= [x_d \ \dot{x}_d \ z_d \ \dot{z}_d \ \theta_d] \in \mathbb{R}^5.
\end{align*}
\]

The thrust is \( F_t \) and the mass of the quadrotor is \( m \). The rotation speed is \( \omega \). Define the system input \( u \) as:

\[
\mathbf{u}(t) = \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} = \begin{bmatrix} \frac{F_t}{m} \\ \omega \end{bmatrix} \in \mathbb{R}^2.
\]  

(1)

The dynamics are thus described by the following:

\[
\begin{align*}
\begin{bmatrix}
\dot{x} \\
\dot{z} \\
\dot{\theta}
\end{bmatrix} &= \begin{bmatrix}
\cos(\theta) & -\sin(\theta) & 0 \\
\sin(\theta) & \cos(\theta) & 0 \\
0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
u_1 \\
u_2 \\
g
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
-1
\end{bmatrix},
\end{align*}
\]

(2)

\[
\mathbf{x} = f(\mathbf{x}, \mathbf{u}) = \begin{bmatrix}
x_2 \\
x_3 \\
x_4 \\
x_5
\end{bmatrix} = \begin{bmatrix}
x_1 \sin(x_5) \\
x_1 \cos(x_5) - g \\
x_1 \sin(x_5) \\
x_1 \cos(x_5) - g
\end{bmatrix},
\]  

(3)

The actuation range for \( u_1 \) is \([U_{1\text{min}}, U_{1\text{max}}]\), while the actuation range for \( u_2 \) is \([U_{2\text{min}}, U_{2\text{max}}]\). In order to conservatively design the inputs, we use a smaller range \([u_{1\text{min}}, u_{1\text{max}}]\) for each input. This is in order to account for unknown dynamics and disturbances during operation. Thus, for the trajectory generation constraints as \( u_1 \in [u_{1\text{min}}, u_{1\text{max}}], u_2 \in [u_{2\text{min}}, u_{2\text{max}}] \) are used.

B. Problem formulation

The objective of the trajectory generation algorithm is to achieve land the quadrotor onto a moving and tilting platform within the smallest possible time. Further, during the maneuver, a set of safety constraints must be satisfied. These constraints include but are not limited to input saturation constraints and collision avoidance constraints. Finally, at the point of landing, the quadrotor states should be within a small neighborhood of the platform states to guarantee a smooth and minimum-impact landing. These states include the position \((x, z)\), velocity \((\dot{x}, \dot{z})\) and pitch angle \(\theta\).

Let \( g(x) \) characterize the safety measurables, such as the input or the distance from obstacle, etc. The safety constraints are enforced by staying within a set \( G \), i.e.:

\[
g(x) \in G = \{ g \mid g_{\text{min}} \leq g \leq g_{\text{max}} \}.
\]

(4)

Let \( t_f \) be the final (as yet unknown) time, \( x_0 \) as the initial state. Denote \( x_d(t_f) \) as the state of the platform at the final time. The time optimal quadrotor landing problem can be formulated as an optimal control problem. The optimization variables are the system input (over the landing time horizon)
and the final landing time. The optimal control problem can be written as (7):

\[
\arg\min_{\mathbf{u}(t), t_f} J = t_f \\
\text{s.t.} \\
\mathbf{x} = f(\mathbf{x}, \mathbf{u}) \\
\mathbf{x}(t = 0) = \mathbf{x}_0 \\
\mathbf{x}(t = t_f) = \mathbf{x}_d(t_f) \\
\mathbf{g}(\mathbf{x}(t)) \in \mathbf{G}, \forall t \in [0, t_f] \\
\mathbf{u}(t) \in \mathbf{U}, \forall t \in [0, t_f].
\]  

Next, we propose a trajectory generation algorithm to solve the problem described in (7). We reformulate (7) by using the differential flatness of the quadrotor system dynamics. The proposed algorithm discretizes the trajectory into a predetermined number of equal time-segments (N). The distance along the trajectory, \(s_i\), covered in the time-segment \(t_i = \Delta t = t_s\) for each step may vary. This is the key difference from the Loock’s algorithm proposed in [4], where for each segment \(i\) the distance along the trajectory, \(s_i = s\), is same, while the length of the time-segment \(t_i\) varies. Fig. 3 illustrates this difference in the discretization approaches of these two algorithms.

III. TIME-OPTIMAL TRAJECTORY GENERATION ALGORITHM USING DIFFERENTIAL FLATNESS

In this section, we develop a time-optimal trajectory generation algorithm using differential flatness. The trajectory generation algorithm consists of two key steps: determining the flat output and reformulating the problem using the flat output and its derivatives. The idea behind this is to transform the constraints on the system input into constraints on the system states. The optimization variables are therefore the system states, from which the optimal control input can be reconstructed, again using the differential flatness property. We first briefly recall the concept of differential flatness and flat output and then present the reformulation of the time-optimal problem.

A. Differential flatness and flat output

We here briefly recall the differentially flat property of the quadrotor dynamics model. A detailed explanation of differentially flat systems is presented in [14].

Definition: Given a system \(\dot{\mathbf{x}} = f(\mathbf{x}, \mathbf{u})\), a flat output \(\mathbf{y}\) is defined as a function of the derivatives of the state and system input:

\[
\mathbf{y} = \phi(\mathbf{x}, \mathbf{u}, \mathbf{u}, \ldots, \mathbf{u}^{(j)}).
\]  

The system is differentially flat if the system state and system input can be represented by the derivatives of the system flat output

\[
\begin{align*}
\mathbf{x} &= \phi_1(\mathbf{y}, \dot{\mathbf{y}}, \ddot{\mathbf{y}}, \ldots, \mathbf{y}^{(j)}) \\
\mathbf{u} &= \phi_2(\mathbf{y}, \dot{\mathbf{y}}, \ddot{\mathbf{y}}, \ldots, \mathbf{y}^{(j-1)}).
\end{align*}
\]  

Based on the definition above, the system dynamics described by (3) is differentially flat (A formal proof can be found in [4]). The flat output \(\mathbf{y}\) is \((x, z, \theta)\). The control input \(u_1\) and \(u_2\) at time \(t\) can be represented in terms of the state from the dynamics equation (3):

\[
\begin{bmatrix}
0 \\
u_1(t) \\
u_2(t)
\end{bmatrix} =
\begin{bmatrix}
\cos(\theta) & -\sin(\theta) & 0 \\
\sin(\theta) & \cos(\theta) & 0 \\
0 & 0 & 1
\end{bmatrix}^{-1}
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{bmatrix} +
\begin{bmatrix}
\dot{\theta}
\end{bmatrix}.
\]

Remark: Choosing \((x, z, \theta)\) as the flat output simplifies the constraint on \(u_2\) in the optimization problem. The constraint on \(u_2\) can be transformed into a linear constraint of the state \(\dot{\theta}\), details of which are presented in the following subsection.

B. Optimization problem formulation

1) Cost function: For the optimization problem, the objective function to be minimized is the total time. The cost function is thus defined same as defined in (7):

\[
\min J = t_f.
\]  

2) Optimization variables: Although the original system dynamics for optimization are continuous, for computational tractability, the system dynamics are discretized into \(N\) steps. The number \(N\) is a given constant fixed \(a\ priori\). A proper selection of \(N\) is a result of trade off between the accuracy and the computational time necessary for the numerical solution of the problem. The sampling time \(t_s\) for each step can be calculated from the total time:

\[
t_s = \frac{t_f}{N-1}.
\]  

A discretized state variable \(X(k)\) will be used to represent the state variables at \(k\)-th sampling time. The elements in \(X(k)\) are denoted as \(x_k, \dot{x}_k, z_k, \dot{z}_k, \theta_k, \dot{\theta}_k\):

\[
X(k) = [x_k, \dot{x}_k, z_k, \dot{z}_k, \theta_k, \dot{\theta}_k]^T \in \mathbb{R}^{8 \times 1}.
\]  

The optimization variables thus include the discretized state variable \(X(k)\) for all \(N\) steps and the final time \(t_f\). The
overall size of the optimization variable is a vector belongs to $\mathbb{R}^{(8N+1) \times 1}$ by summing up all the state variables and final time $t_f$.

3) Optimization constraints: The optimization constraints may vary for different cases, i.e., collision avoidance, actuator limits, state bounds, etc. Here, we present formulations of some basic classes of constraints.

1) Discretized system dynamics constraints: based on the system discretization, the discretized state variable $X(k)$ must satisfy the following constraints:

$$
\begin{bmatrix}
    x_{k+1} \\
    \dot{x}_{k+1} \\
    z_{k+1} \\
    \dot{z}_{k+1} \\
    \theta_{k+1}
\end{bmatrix} =
\begin{bmatrix}
    x_k + \dot{x}_k t_f + \frac{\dot{x}_k^2 t_f^2}{2} \\
    \dot{x}_k + \ddot{x}_k t_f \\
    z_k + \dot{z}_k t_f + \frac{\dot{z}_k^2 t_f^2}{2} \\
    \dot{z}_k + \ddot{z}_k t_f \\
    \theta_k + \dot{\theta}_k t_f
\end{bmatrix} =
\begin{bmatrix}
    0 \\
    0 \\
    0 \\
    0 \\
    0
\end{bmatrix},
\forall k = 1, 2, \cdots, N - 1,
$$

(14)

2) System input constraints: based on the differential flatness (10), the constraints on $u_1$ can be represented as:

$$
\begin{align*}
    u_{1,\text{min}} \leq & \sin(\theta_k) (\ddot{z}_k + g) \cos(\theta_k) \leq u_{1,\text{max}} \\
    \forall k & = 1, 2, \cdots, N,
\end{align*}
$$

(15)

3) Initial and final state constraints: the initial state and the final state of the quadrotor should be same as the given initial state $x_0$ and the platform final state $x_d(t_f)$ respectively. The constraints that enforce these are represented as:

$$
\begin{bmatrix}
    x_1 \\
    \dot{x}_1 \\
    z_1 \\
    \dot{z}_1 \\
    \theta_1
\end{bmatrix} =
\begin{bmatrix}
    x_0 \\
    \dot{x}_0 \\
    z_0 \\
    \dot{z}_0 \\
    \theta_0
\end{bmatrix},
\forall k = 1, 2, \cdots, N.
$$

(16)

It should be noted that the platform final state $x_d(t_f)$ can be time varying if the platform motion can be explicitly expressed as a function of total time $t_f$.

4) Bounds on the state variables: for the optimization variable $X(k)$, some elements may be bounded (to enforce state bounds or input limits, etc.). These bounds on $X(k)$ are typically linear constraints. Among such bounds: (1) the total time $t_f$ should be positive, (2) the angle of the quadrotor $\theta_k$ should be bounded by $[-2\pi, 2\pi]$ and (3) the input $u_2(k)$ should be bounded by $[u_{2,\text{min}}, u_{2,\text{max}}]$ for all $k = 1, 2, \cdots, N$. These constraints are written as

$$
\begin{align*}
    0 \leq & t_f \\
    -2\pi \leq & \theta_k \leq 2\pi, \\
    u_{2,\text{min}} \leq & \theta_k \leq u_{2,\text{max}}, \\
    \forall k & = 1, 2, \cdots, N.
\end{align*}
$$

(17)

4) Formulate the optimization problem: With the definition for the optimization variables, constraints and cost functions, a new formulation of the optimization problem (7) may now be constructed. By stacking the constraints described previously and denote the constraint function as $g(X(k))$, the optimization problem (7) can now be written as

$$
\begin{align*}
    \arg \min_{X(k), t_f} & \quad J = t_f \\
    \text{s.t.} & \quad g_{\text{min}} \leq g(X(k), t_f) \leq g_{\text{max}}, \\
    & \quad \forall k = 1, 2, \cdots, N.
\end{align*}
$$

(18)

Remark: The optimization problem is modeled using CasADi [15] and solved with Ipopt [16].

C. Determining the time-optimal control input signals and switching times

In this subsection, we first use solution from the trajectory generation algorithm above, $X^*(k)$ to find the optimum inputs $u^*_{1,2}(k)$ for each step and the switching times for each input. It was shown in [3] that for the quadrotor point to point maneuver problem, the time-optimal input $u_1$ is always bang-bang. Further the input $u_2$ is bang-bang bang-singular, i.e., may include singular arcs.

Definition: The switching time(s) is (are) defined as the time(s) when the input switches from one state (minimum/maximum/singular) to another state (minimum/maximum/singular). With the switching times, we can apply the optimality verification algorithm proposed in this paper to verify the optimality of the solution.

The solution of the problem (18) yields the optimal solution $X^*(k)$, which is the optimal state trajectory and the optimal landing time $t_f^*$. From the state $X^*(k)$, it is straightforward to obtain the inputs $(u^*_{1,2})$ at $k$-th step and the switching time for each input. Denote $T_R$ as the set of switching time for $u_1$ and $T_R$ as the set of switching time for $u_2$, then $T_R$ and $T_R$ can be obtained as follows:

1) The switch time set $T_R$: according to the constraint (10), the $k$-th step control input $u^*_{1k}$ can be calculated as:

$$
\begin{align*}
    u^*_{1k} = & \ddot{x}_k \sin(\theta^*_k) + (\ddot{z}_k + g) \cos(\theta^*_k) \\
    \forall k & = 1, 2, \cdots, N.
\end{align*}
$$

(19)

The switching time for $u_1$ can be obtained by comparing the $u_1$ at the $k$-th step and the $k + 1$-th step. The time corresponds to $k$-th step is $(k - 1)t_f$. The input $u^*_2$ switches at $t = (k - 1)t_f$ if the following condition is true:

$$
\begin{align*}
    & (k - 1)t_f \in T_R \\
    \text{if} & \quad \left\{ \begin{array}{l}
        u^*_{1k} = u_{1,\text{max}} - u_{1(k+1)} = u_{1k} \\
        u^*_{1k} = u_{1,\text{min}} - u_{1(k+1)} = u_{1k}
    \end{array} \right. \\
    \forall k & = 1, 2, \cdots, N - 1.
\end{align*}
$$

(20)

2) The switching time set $T_R$: according to the constraint, the $k$-th step control input $u^*_{2k}$ can be calculated as

$$
\begin{align*}
    u^*_{2k} = & \ddot{\theta}_k \\
    \forall k & = 1, 2, \cdots, N.
\end{align*}
$$

(21)

The switching time for $u_2$ can be obtained by comparing the $u_2$ at the $k$-th step with the $k + 1$-th step and the $k - 1$-th step. The input $u^*_2$ switches at $(k - 1)t_f$ if the following condition is true:

$$
\begin{align*}
    & (k - 1)t_f \in T_R \\
    \text{if} & \quad \left\{ \begin{array}{l}
        u^*_{2k} = u_{2,\text{max}} - u_{2(k+1)} = u_{2k} \\
        u^*_{2k} = u_{2,\text{min}} - u_{2(k+1)} = u_{2k}
    \end{array} \right. \\
    \forall k & = 2, 3, \cdots, N - 1
\end{align*}
$$

(22)
D. Trajectory tracking feedback controller design

In the previous subsections, we have designed a time optimal trajectory. Furthermore, the (feed-forward) control input $u_{1,2}^*$ is also obtained from the algorithm as described in the previous subsection. This control input is designed such that the quadrotor tracks the time-optimal trajectory. However, if there is uncertainty in the system dynamics, then directly using the control input from the trajectory will not be effective without a feedback controller.

Thus, in this subsection, a feedback controller is proposed to track the generated time optimal reference trajectory, in conjunction with the feed-forward control input $u_{1,2}^*$ obtained from.

Denote the actual state for the quadrotor as $X(k)$ and the reference trajectory as $X(k)^*$ at $k$-th step:

$$X(k) = [x \ x^z \ z \ \theta \ \dot{x}^z \ \dot{z} \ \dot{\theta}]$$

$$X(k)^* = [x^* \ x^z^* \ z^* \ \dot{z}^* \ \dot{x}^z \ \dot{\theta}^*].$$

The goal is to design a feedback controller $u_{fb}$ to track $X^*(k)$ obtained in the previous subsection. In this paper, a feedback linearization controller is proposed inspired a controller for a wheeled mobile robot [17].

Define three linearized controls $u_x, u_z, u_{\theta}$ and use $u_x, u_z, u_{\theta}$ as system input to represent $u_1$ and $u_2$. The system dynamics can be written as

$$\ddot{x} = u_1 \sin(\theta) = u_x$$

$$\ddot{z} = u_1 \cos(\theta) - g = u_z \tag{24}$$

The system with $u_x, u_z, u_{\theta}$ as input is linear. A state feedback controller is designed for $u_x, u_z, u_{\theta}$ to track the reference trajectory:

$$u_x = \ddot{x}^* + k_{p1}(\ddot{x}^* - \dot{x}) + k_{p2}(\ddot{x}^* - \dot{x})$$

$$u_z = \ddot{z}^* + k_{p3}(\ddot{z}^* - \dot{z}) + k_{p4}(\ddot{z}^* - \dot{z})$$

$$u_{\theta} = \dot{\theta}^* + k_{p5}(\dot{\theta}^* - \dot{\theta}) \tag{25}$$

$k_{p1}, k_{p2}, k_{p3}, k_{p4}$ and $k_{p4}$ are positive feedback gains. The system input $u_1$ can be therefore calculated from $u_x, u_z$ based on (24). Therefore, the controller input can be obtained as:

$$u_1 = u_x \sin(\theta) + (u_z + g) \cos(\theta)$$

$$u_2 = u_{\theta}$$

$$u_1 \in [u_{1_{\text{min}}}, u_{1_{\text{max}}}], u_2 \in [u_{2_{\text{min}}}, u_{2_{\text{max}}}] \tag{26}$$

By proper selection of the gains, it is possible to achieve relatively good tracking performance.

IV. SIMULATION RESULTS

We now present simulation results of trajectory generation for a quadrotor onto a translationally moving and tilting platform. We also present a benchmark comparison with the algorithm described in [3] for several stationary point-to-point maneuvers. For all the simulation results, the input constraints on $u_1, u_2$ are assumed to be as same as those enforced in the benchmark algorithm [3]:

$$u_{1_{\text{min}}} = 1m/s^2 \quad u_{1_{\text{max}}} = 20m/s^2$$

$$u_{2_{\text{min}}} = -10rad/s \quad u_{2_{\text{max}}} = 10rad/s \tag{27}$$

For the controller design, the bounds are set at

$$U_{1_{\text{min}}} = 0.5m/s^2 \quad U_{1_{\text{max}}} = 25m/s^2$$

$$U_{2_{\text{min}}} = -15rad/s \quad U_{2_{\text{max}}} = 15rad/s. \tag{28}$$

The quadrotor position in this simulation include the $x - y$ coordinate and the tilting angle. All quadrotor length coordinates mentioned are in meters and tilting angles are in radians. All the simulations are performed on an Ubuntu computer with an Intel i7 processor and 16 GB RAM. The algorithm codes are written in Python for the benchmark comparison (for comparison of computational time). For the rest of the simulations, the code is written in Matlab.

<table>
<thead>
<tr>
<th>Cost function (time to perform maneuver, $t_f$) comparisons with the benchmark algorithm in [3]</th>
</tr>
</thead>
<tbody>
<tr>
<td>desired terminal position $(m, m, rad)$</td>
</tr>
<tr>
<td>$(0,1,0)$</td>
</tr>
<tr>
<td>$(0,3,0)$</td>
</tr>
<tr>
<td>$(0,5,0)$</td>
</tr>
<tr>
<td>$(3,0,0)$</td>
</tr>
<tr>
<td>$(6,0,0)$</td>
</tr>
<tr>
<td>$(9,0,0)$</td>
</tr>
<tr>
<td>$(12,0,0)$</td>
</tr>
<tr>
<td>$(15,0,0)$</td>
</tr>
<tr>
<td>$(5,5,0)$</td>
</tr>
</tbody>
</table>
A. Benchmark comparison for the trajectory generation algorithm

In this subsection we will present the time-optimal trajectory generation solutions for a set of different horizontal and vertical maneuvers. In [3], the authors listed nine cases of different final positions (stationary). Since the authors in [3] solve the problem based on Pontryagin’s minimum principle, the results are considered to be optimal. We first perform a series of simulations to pick the best value for $N$, i.e., the number of trajectory segments. For every simulation, the final state is set to be $(15,0,0)$ and different values for $N$ are picked from the following set $N$:


(29)

Each solution is then compared with the corresponding result from [3] to determine the (sub) optimality or deviation from $t_f$. Fig.5 shows the trade-off between the number of steps and the accuracy of the solution obtained. It can be seen that with the increasing resolution of discretization (i.e. $N$ increasing), the computational time increases, while the accuracy of the solution increases. Based on this trade-off, we pick $N = 201$ for all the following simulations.

Next, we use the proposed differentially flat time-optimal trajectory generation algorithm to generate the time optimal trajectory for the 9 different cases and compare them with the benchmark results. Table. I compares the cost function (i.e., time to land) results from the proposed method and the results from the benchmark [3]. For all the cases, the initial values for the optimization variables are all set to be 1, which is an arbitrary picked value. The results from the proposed algorithm are within $\pm 1\%$ of the benchmark result except for the vertical climb to $(0,3,0)$. The computation time for all cases are $\leq 1$ second. Thus, we claim that this algorithm is computationally efficient and can maintain relatively high accuracy.

B. Landing onto a tilting and oscillating platform

In this subsection, we demonstrate time optimal landing onto a platform that is vertically oscillating as a sinusoid and pitching (tilting) at constant angular velocity. The initial position for the quadrotor is $(0,5,0)$. The platform motion \(x_d, \dot{x}_d, z_d, \dot{z}_d, \theta_d\) is defined as:

$$
\begin{bmatrix}
x_d(t) & \dot{x}_d(t) & z_d(t) & \dot{z}_d(t) & \theta(t)d
\end{bmatrix}
= \begin{bmatrix}
0 & 0 & 0.1 \sin(t) & 0.1 \cos(t) & -0.3t
\end{bmatrix}
$$

(30)

Fig. 8 shows the landing trajectory obtained from the proposed trajectory generation algorithm. The time-to-land is 1.340 seconds. Fig.7 and Fig.6 show the control input of $u_1$ and $u_2$. It can be seen that there are six switches in total for the control input $u_1$ and $u_2$. The optimal solution that satisfies Pontryagin’s minimum principle is 1.339 seconds and the deviation of the proposed solution from the optimum is thus 0.04%.

C. Landing onto a tilting and moving away platform

This subsection shows the landing of a quadrotor onto a platform that is pitching and moving away. The initial position of the quadrotor is $(0,5,0)$ and the initial horizontal
The distance is from the quadrotor to the platform is 5 meters. The platform motion is defined as:

\[
\begin{bmatrix}
    x_d(t) \\
    \dot{x}_d(t) \\
    z_d(t) \\
    \dot{z}_d(t) \\
    \theta_d(t)
\end{bmatrix}
= \begin{bmatrix}
    5 + t \\
    1 \\
    0 \\
    0 \\
    -0.3t
\end{bmatrix}
\]  

(31)

Fig. 11 shows the quadrotor maneuver trajectory obtained from the trajectory generation algorithm. The optimal time to land found to be 1.437 seconds. Fig. 9 and Fig. 10 shows the corresponding input \( u_1 \) and \( u_2 \) from the optimal solution. It can be seen that in this case, there is only one switch for input \( u_1 \) and the control input \( u_2 \) has two singular arcs. The optimal solution that satisfies Pontryagin’s minimum principle results in a time to land of 1.435 seconds and the error in this case is 0.1%.

D. Time optimal maneuver with obstacle avoidance

In this subsection, we demonstrate the performance of the algorithm when the desired terminal position is \((5,0,0)\), while avoiding an obstacle. The obstacle is defined as the union of [1] a circle centered at \((2.5,1.5)\) with a radius of 0.5 meters and [2] a rectangle with four corners at \((2,0),(2,1.5),(3,1.5)\) and \((3,0)\). Further, we assume that the "safe distance" from any part the quadrotor to the obstacle is 0.25 meters, i.e., the center of the quadrotor should be at least 0.75 meters away from the center of the obstacle. In this case, additional geometric constraints on the trajectory are added to the trajectory generation problem (18):

\[
(x_k - 2.5)^2 + (z_k - 1.5)^2 - 0.75^2 \geq 0 \\
\forall k = 1, 2, \cdots, N
\]  

(32)

Fig. 12 shows the maneuver of the quadrotor. It can be seen that the quadrotor’s actual maneuver can avoid collision with the obstacle.

E. Time optimal maneuver under disturbance

Next, we present the performance of the overall closed loop system with the time-optimal trajectory generation as well as the feedback controller. The quadrotor is to track the
trajectory shown in Fig.11. Assume the actual mass \( m \) is 1.25 times larger than the nominal mass \( \bar{m} \). The maximum bound is defined as

\[
\begin{align*}
\dot{x} & = \frac{1}{125} u_1 \sin(\theta) \\
\dot{\xi} & = \frac{1}{125} u_1 \cos(\theta) - g
\end{align*}
\] (33)

Fig. 13 shows the trajectories under feedback controller and the open loop controller. From the result, the closed loop controller is able to track the reference trajectory closely while the open loop controller will deviate from it.

V. CONCLUSIONS AND FUTURE WORK

In this paper, a time-optimal trajectory generation algorithm for a quadrotor is proposed. By discretizing the system dynamics with a fixed sampling time and applying the differential flatness property of the system dynamics, a standard time-optimal trajectory generation problem is transformed into a nonlinear programming problem. Simulation results and comparison with benchmark algorithm show the effectiveness of the proposed method.

In our future work, we plan to implement the trajectory generation algorithm in a real experimental set up on a Hummingbird quadrotor. This method is also promising for application to other differentially flat systems, such as car parking and robotic arm motion planning, which is the subject of our current research.
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